INTERPRETING INTERACTIONS IN REGRESSION

the SIGNIFICANCE of an interaction is the significance of the R-square change, when adding the interaction term(s) to the equation in the second block of a sequential regression; this means adding all product vectors needed to represent the interaction

the INTERPRETATION of the interaction is best accomplished by examining (and if possible, graphing) the implicit separate equations that could be written for different levels of an interacting variable; this may even yield reasonable interpretations of b-weights for individual dummy or product vectors

obtain separate equations by re-writing the full equation as new equations, each with one constant (or intercept), and one coefficient per effect

1.
subsitute relevant known values of dummy variables or a moderating variable

2.
eliminate 0's and any terms multiplied by 0

3.
gather constants together into single new constant (new intercept)

4.
gather coefficients for a particular term together into single new coefficient for that term

interaction between continuous variable and two-level categorical variable

dummy coding:



dum

gp1
1

gp2
0
reference group

full equation with X1 as continuous, X2 as dummy, X3 as product vector interaction term

-
Y = a + b1(cont) + b2(dum) + b3(cont*dum)

equation for gp1 (where dum = 1)

-
Y = a + b1(cont) + b2(1) + b3(cont*1)

which becomes:


Y = a + b1(cont) + b2 + b3(cont)


which becomes:


gp1 regression line: Y = [a + b2] + [b1 + b3](cont)

equation for gp2 (where dum = 0)

-
Y = a + b1(cont) + b2(0) + b3(cont*0)

which becomes:


Y = a + b1(cont) + 0 + 0



which becomes:


gp2 regression line: Y = a + b1(cont)

comparing the two regression equations we see the following interpretations for the regression estimates:

-
a = intercept for gp2 (ref gp): predicted Y when all X = 0, ie, predicted Y for gp2 when cont = 0

-
b1 = slope for continuous variable in gp2, ie, predicted change in Y for 1-unit change in cont for gp2

-
b2 = difference between gp1 regression line intercept and gp2 regression line intercept

-
b3 = difference between gp1 regression line slope and gp2 regression line slope

t tests of the intercept and b-weights all test whether these respective estimates or differences are different from 0

-
apply Type I error correction as needed, probably using Bonferroni adjustment

interaction between continuous variable and three-level categorical variable

dummy coding:



dum1
dum2

gp1
1
0

gp2
0
1

gp3
0
0
reference group

full equation with X1 as continuous, X2 as dummy1, X3 as dummy2, X4 as first product vector for interaction, X5 as second product vector for interaction

-
Y = a + b1(cont) + b2(dum1) + b3(dum2) + b4(cont*dum1) + b5(cont*dum2)

equation for gp1 (where dummies = [1,0])

-
Y = a + b1(cont) + b2(1) + b3(0) + b4(cont*1) + b5(cont*0)
which becomes:


Y = a + b1(cont) + b2 + 0 + b4(cont) + 0


which becomes:


Y = a + b1(cont) + b2 + b4(cont)




which becomes:


gp1 regression line: Y = [a + b2] + [b1 + b4](cont)

equation for for gp2 (where dummies = [0,1])

-
Y = a + b1(cont) + b2(0) + b3(1) + b4(cont*0) + b5(cont*1)
which becomes:


Y = a + b1(cont) + 0 + b3 + 0 + b5(cont)


which becomes:


Y = a + b1(cont) + b3 + b5(cont)




which becomes:


gp2 regression line: Y = [a + b3] + [b1 + b5](cont)

equation for for gp3 (where dummies = [0,0])

-
Y = a + b1(cont) + b2(0) + b3(0) + b4(cont*0) + b5(cont*0)
which becomes:


Y = a + b1(cont) + 0 + 0 + 0 + 0




which becomes:


gp3 regression line: Y = a + b1(cont)

comparing the three regression equations we see the following interpretations for the regression estimates:

-
a = intercept for gp3 (ref gp): predicted Y when all X =0, ie, predicted Y for gp3 when cont = 0

-
b1 = slope for continuous variable in gp3, ie, predicted change in Y for 1-unit change in cont for gp3

-
b2 = difference between gp1 regression line intercept and gp3 regression line intercept

-
b3 = difference between gp2 regression line intercept and gp3 regression line intercept

-
b4 = difference between gp1 regression line slope and gp3 regression line slope


b5 = difference between gp2 regression line slope and gp3 regression line slope

t tests of the intercept and b-weights all test whether these respective estimates or differences are different from 0

-
apply Type I error correction as needed, probably using Bonferroni adjustment

interaction between continuous variable and continuous variable

in the absence of separate groups to define separate regression equations, designate one continuous variable as the moderator (the choice of which is the moderator is arbitrary here, but presumably would not be arbitrary in real life)

-
choose three values of the moderating IV to examine regression of Y on the main continuous variable across the range of low, medium, and high values of the moderator

-
choice of three values could be theoretically motivated, or could arbitrarily be values of the moderator that are the mean, one sd below the mean, and one sd above the mean as being representative of the range

-
substitute each value into the full regression equation to obtain a separate equation for each

as an example, treat cont2 as the moderator; pretend cont2 has mean = 0 (since it would have been centered first!) and sd = 4; then choose as values to examine: low = -4, medium = 0, high = 4

full equation with X1 as continuous1, X2 as continuous2, X3 as product vector for interaction

-
Y = a + b1(cont1) + b2(cont2) + b3(cont1*contin2)

equation for low value (-4) of cont2 / moderator

-
Y = a + b1(cont1) + b2(-4) + b3(cont1*(-4))
which becomes:


Y = [a + b2(-4)] + [b1 + b3(-4)](cont1)

equation for medium value (0) of cont2 / moderator

-
Y = a + b1(cont1) + b2(0) + b3(cont1*0)
which becomes:


Y = a + b1(cont1)

equation for high value (+4) of cont2 / moderator

-
Y = a + b1(cont1) + b2(4) + b3(cont1*4)
which becomes:


Y = [a + b2(4)] + [b1 + b3(4)](cont1)

comparing the three regression equations we see the following interpretations for the regression estimates:

-
a = intercept: predicted Y when all X = 0; note that in this case (and typically, for continuous predictors), both X's are centered so 0s represent their means, and therefore the predicted value of Y is at its mean as well

-
b1 = slope for continuous1 when continuous2 / moderator = 0 (which if centered, is its mean), ie, predicted change in Y for 1-unit change in cont1 when cont2 =0

-
other estimates are not easily interpretable on their own

-
each equation's intercept (constant) and slope can be solved for numerical values, given values for each estimate (a, b1, b2, b3), and regression equations can thus be compared

-
e.g., ask is cont1's slope steeper at high values of cont2 than at low values? etc.

-
producing graphs of these separate equations using Excel could also be useful for interpretation

example: Keith p. 165-166 presents an equation with three continuous variables SES, ABILITY, TV hours, and the interaction of TV hours with ABILITY, but then for purposes of simplification holds SES constant, which effectively eliminates it from the equation; the remaining overall equation looks like this:

-
ACHIEVE = 49.616 + .555(ABILITY) -.278(TV) - .113(TV*ABILITY)

-
ABILITY is the moderator in this case, so re-arranging the order slightly will make the moderator the second continuous variable, for no reason at all other than to conform to the discussion above:

-
ACHIEVE = 49.616 -.278(TV) + .555(ABILITY) - .113(TV*ABILITY)

-
given a = 49.616, b1 = -.278, b2 = .555, b3 = -.113, and given that ABILITY (our "cont2") has mean = 0 and sd = 9, we can substitute:

-
high ABILITY = 9:


Y = [a + b2(9)] + [b1 + b3(9)](TV)


Y = [49.616 + .555(+9)] + [-.278 + (-.113)(+9)](TV)


Y = [49.616 + 4.995] + [-.278 + (-1.017)](TV)


Y = [54.611] + [-1.295](TV)

-
medium ABILITY = 0:


Y = a + b1(TV)


Y = 49.616 + (-.278)(TV)

-
low ABILITY = -9:


Y = [a + b2(-9)] + [b1 + b3(-9)](TV)


Y = [49.616 + .555(-9)] + [-.278 + (-.113)(-9)](TV)


Y = [49.616 - 4.995] + [-.278 + 1.017](TV)


Y = [44.621] + [.739](TV)

-
interpreting the three different slopes, the strongest (and most negative) relationship between ACHIEVE and TV is for students of high ABILITY (-1.295, vs. -.278 for medium ABILITY and .739 for low ABILITY)

























